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Motivation I

» currentresources on Italian word-formation are rather limited (see, e.g., Morph-It
(Zanchetta & Baroni, 2005) and cf. with Démonette-2 (Namer et al., 2023))

> we try to make a contribution toward addressing this gap by developing a small-
scale resource providing a coherent set of Italian intensified adjectival deriva-
tives named InTens

> based on prior literature and numerous exclusion criteria - e.g., removing pre-
dominantly quantitative (maxi and mega) and spatial (sopra and sur) prefixes —
and focusing on prefixes that productively combine with adjectives (cf. Iacobini
(2004)), prefixes arci, extra, iper, stra, super, and ultra were identified!

> the utility of InTens becomes clear when analyzing the six prefixes in the per-
spective of affix rivalry — past works on Italian evaluative prefixes have only
cataloged them (Montermini, 2008), treated them in isolation (Napoli, 2012), or
contrasted them descriptively (Calpestrati, 2017), without addressing their com-
petitive nature

1Although we focus on qualitative evaluation, the boundary between qualitative and quantitative evalu-
ation is not clear-cut (Gaeta, 2010; Napoli & Ravetto, 2017). For this reason, we did not exclude prefixes that
can also convey quantitative evaluation, provided they predominantly express qualitative evaluation.



Motivation II

» while the six prefixes can be used to derive words of various semantic func-
tions — LOCATIVE SPATIAL (extraurbano ‘extraurban’), LOCATIVE NON-SPATIAL
(stragiudiziale ‘extrajudicial’), INTENSIFICATION (ultramoderno ‘ultra-modern’),
SUPERIORITY (arcivescovile ‘archbishop’s’), EXCESs (strapagato ‘overpaid’), etc. —
INTENSIFICATION appears the only function in which all six compete

arci extra iper stra super ultra
\\ \ //
INTENSIFICATION

%This is not surprising, as predominantly pragmatic communicative objectives that are met through In-
TENSIFICATION promote the emergence of rivalry as an acceptable pleonastic feature of the system (Dressler
et al., 2019; Merlini Barbaresi & Dressler, 2020).



Motivation III

> since rival affixes are typically distinguished by their productivity (Bybee, 1985;
Gaeta & Ricca, 2015), and given that productivity should be assessed in relation
to specific semantic functions within a morphological pattern (Kastovsky, 1986;
Bauer, 2001), it is essential for our study to quantify productivity using a dataset

confined to derivatives expressing INTENSIFICATION®

3Encompassing Amiot’s (2004) subclasses of HIGH DEGREE and EXCESS.



Data extraction I

> data were retrieved from the itWaC corpus (Baroni et al., 2009), the largest freely
downloadable web corpus of Italian*

For derivatives formed with one of the six specific strings, constructions in three orthographic
variants (XA, x-A, x A) were extracted.

.

Since the extraction procedure did not distinguish true derivatives from words merely starting

with the target strings (e.g., stra in stradale ‘streetyy; ), adjectives where the string was part of

the base were excluded, cross-referencing with lo Zingarelli dictionary (Zingarelli et al., 2023).
4

As many extracted “bases” were in fact fragments of full words (e.g., tegico from strategico
‘strategic’), the forms were cross-referenced with Italian adjectives in Wiktionary (via kaikki
machine-readable dictionary (Ylonen, 2022)), excluding those not attested.

V

4Spoken corpora such as KIParla (Mauri et al., 2019) were unsuitable due to extremely low frequency of
relevant derivatives.



Data extraction II

To minimize noise, bases with a frequency < 5 in the corpus were excluded.

Derivatives where prefixation is anterior to denominal suffixation (e.g., arcidiocesano ‘arch-
diocesan’ < arcidiocesi ‘archdiocese’) were ruled out, retaining only cases where the prefix is

the final morphological addition (Fradin et al., 2008; Baayen, 2009).
y.

In cases where multiple derivational paths are possible (e.g., supertechnologico ‘supertechno-
logical’ could be derived either via suffixation from supertechnologia ‘supertechnology’ or via
prefixation from technologico ‘technological’), derivatives that could plausibly admit derivation
via prefixation were retained.

v




Data extraction III

The complete dataset consists of 4,599 derivative types formed with 2,683 adjectival
base types, distributed as follows:

Tokens Types Hapaxes

arci 1,318 117 81
extra 75,109 722 235
iper 9,695 988 430
stra 20,924 342 163
super 12,888 1,327 528
ultra 19,279 1,103 492

Table 1: Distribution of derivatives across prefixes.



Annotation for semantic function

> recall that the six prefixes are polyfunctional

> after testing multiple (semi)automatic methods, manual semantic annotation of
derivatives was selected as the preferred approach

» annotators had three labels at their disposal: (i) INTENSIFICATION, (ii) NON-
INTENSIFICATION, and (iii) TERMINOLOGY (scientific terms)

> in ambiguous readings (e.g., iperattivo ‘hyperactive’ can be understood both as
conveying values of INTENSIFICATION and EXCESS), annotators were instructed
to default to INTENSIFICATION if plausible

> due to the dataset’s large size, it was bisected and annotated by the author along
with four PhD-level native speakers of Italian

» each half was annotated by a trio: the author, along with annotators 1 and 2 for
the first part, and the author, along with annotators 3 and 4 for the second part

> the annotations were performed on a type-based level®

>To (at least partially) address the assumption of monosemy adopted here, a random sample of 20 deriva-
tive types with a frequency > 10 per prefix was individuated and an analysis on a randomly selected sample
of 300 tokens was conducted. No instances of genuine polysemous interpretations, encompassing both in-
tensified and non-intensified readings, were identified.



Trustworthiness of annotations

> after a qualitative analysis of the annotations, the computation of inter-annotator
agreement in form of raw agreement (RA) (Goodman & Kruskal, 1959) and
Fleiss’ k (Fleiss, 1981) was performed

> owing to the highly homogeneous annotations and the so-called x paradox, a
substantial discrepancy between RA and Fleiss’ k values emerged

to this end, Gwet’s AC1 (Gwet, 2008) was introduced®

high RA (> 80%) and AC1 values (> 0.86) attest to substantial inter-annotator
agreement (cf. Brezina (2018))

RA  Fleiss’ k AC1 [95% CI] RA  Fleiss’ k AC1 [95% CI]
arci 984 001  0.99 [0.97—1.00] arci 981 049  0.99 [0.94—1.00]
extra 85.3 0.60 0.86 [0.83—0.89] extra 80.7 0.60 0.86 [0.82—0.89]
iper 87.5 0.32 0.86 [0.83—0.88] iper 83.9 0.32 0.88 [0.86—0.91]
stra 99.4 0.42 0.98 [0.97—1.00] stra 94.9 0.54 0.96 [0.93—0.99]
super 91.3 0.33 0.90 [0.88—0.92] super 86.4 0.35 0.90 [0.88—0.92]
ultra 89.8 0.60 0.90 [0.88—0.93] ultra 82.5 0.52 0.87 [0.85—0.90]

Table 2: Inter-annotator agreement 1/2. Table 3: Inter-annotator agreement 2/2.

To sidestep methodological debates about metric choice (cf. Silveira and Siqueira (2023) and Vach and
Gerke (2023)), we do not propose AC1 as a replacement for Fleiss’ k, but as a complementary metric offering
greater stability against category prevalence effects.



Annotation results

> the subsequent phase in the development of the dataset involved the identifica-
tion of intensified derivatives

> if two of the three annotators assigned the same tag to a derivative, it was
classified accordingly

> if each annotator assigned a distinct tag to the same derivative, it was catego-
rized as UNCLEAR

Types INTENSIFICATION NON-INTENSIFICATION TERMINOLOGY UNCLEAR

arci 117 116 1 0 0
extra 722 122 592 1 7
iper 988 904 37 31 16
stra 342 336 6 0 0
super 1,327 1,244 51 10 22
ultra 1,103 964 122 3 14
SUM 4,599 3,686 809 45 59

Table 4: Distribution of derivative types across annotation categories.



InTens composition

> given that TERMINOLOGY and UNCLEAR class collectively represented only 2.3%
of the dataset, in order to avoid any reliance on subjective authorial judgment
concerning their status, they were excluded from further analysis

> finally, InTens is composed as follows:

Intensified tokens % of total tokens  Intensified types % of total types

arci 1,297 98.4 116 99.2
extra 837 1.1 122 16.9
iper 7,930 81.8 904 91.5
stra 18,581 88.8 336 98.3
super 11,167 86.7 1,244 93.8
ultra 8,257 42.8 964 87.4

Table 5: Token and type counts of intensified derivatives, along with the percentage of intensified tokens
and types within the total sample.



InTens vs. initial dataset

> for arci, token and type reductions are marginal (-1.6% tokens, —0.8% types),
while for stra, super, and iper they are relatively small, ranging from —11.2% to
—18.2% for token counts, and —1.7% to —8.5% for type counts, confirming their
core intensifying role

» conversly, ultra and especially extra show major drops (ultra: —57.2% tokens;
extra: —98.9%), revealing their dominant non-intensifying uses

> ultra retains most of its types (-12.6%), indicating that high-frequency (termi-
nological) types were filtered out, while less frequent intensified ones remained

> these patterns underscore the value of semantic annotation in capturing prefix
polyfunctionality and rivalry — crucial distinctions would be lost otherwise

> existing descriptions regarding the intensifying prefixes usage are challenged
- e.g., contrary to claims that extra primarily acts as an intensifier in Italian
(Calpestrati, 2017), our data show its intensifying uses are marginal, echoing
trends noted also for French (Izert, 2012; Cartier & Huyghe, 2021)



Productivity as a function of semantics: intro

» while quantifying the general productivity of rival affixes is informative, here
InTens is used to illustrate the added insights obtained by analyzing productivity
for a specific semantic function through an annotated dataset

> specifically, we contrast the prefixes’ productivity within the intensifying do-
main with their productivity in generating derivatives of all semantic values



Productivity as a function of semantics: method

> we conducted a quantitative study based on type-token ratio (TTR), potential
productivity (£) (Baayen, 2009), entropy (H) (Shannon, 1948), and population
vocabulary size (S) from the finite Zipf-Mandelbrot model for LNRE (Evert &
Baroni, 2007; Baroni & Evert, 2014), with each measure capturing distinct as-
pects of word formation and usage’

> to avoid confounding effects introduced by varying sample sizes, a fixed num-
ber of tokens were randomly chosen for each prefix (1000 tokens for the dataset
encompassing all derivatives and 635 tokens for InTens, ~ 70% of the smallest
sample size)

> to ensure the robustness of the results, the calculation procedure was iterated
100 times, drawing new random samples (with replacement) in each iteration

"TTR measures balance in usage, & estimates the likelihood of encountering a new type, H can be seen
as a measure of unpredictability in the type-frequency distribution, while S estimates the total number of
types that would be observed if the entire population were sampled.



Productivity as a function of semantics: results I
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Figure 1: Median productivity values for six prefixes forming derivatives of all semantic functions (repre-
sented as triangles) and solely intensified derivatives (represented as dots).



Productivity as a function of semantics: results II

> there is a general trend of increase in TTR and & when prefixes are used to
create intensified derivatives, with the exception of extra

> the most significant positive variation in TTR and & is apparent with super
> on the other hand, stra and arci exhibit minimal changes across all measures,

suggesting that their limitation to intensifying contexts does not notably affect
their productivity, as this is their principal area of application

> larger discrepancies can be seen in the variations of H and S, with the observed
non-uniformity in H variations indicating alterations in the predictability of the
derivative distributions associated with each prefix



Productivity as a function of semantics: results III

>

>

in sum, all measures show that super, ultra, and iper are the most productive
prefixes, aligning with findings of Cartier and Huyghe (2021) concerning French

the same findings can be associated with the perception of super as the least
intense intensifying prefix in Italian (Calpestrati, 2017) — if intensifiers lose
their effectiveness from overuse (Mutz, 2015), then super’s high productivity
and low perceived intensity have a strong correlation

conversely, arci and stra exhibit low productivity, likely because a single type
dominates much of their samples (65% for arci with arcinoto ‘very well-known’
and 58% for stra with stragrande ‘vast’) — this supports the common observa-
tion that low-productivity processes often include a multitude of high-frequency
forms (Plag, 2003)



Productivity as a function of semantics: results IV

> to test whether prefix productivity differs for intensified versus all derivatives,
and since InTens constitutes a subset of the comprehensive “all semantic func-
tions” superset, we opted for a permutation test®

> for each prefix, we compared the observed productivity measure M.}, from
intensified derivatives (N = 635) to an empirically constructed null distribution
formed by drawing B = 1000 bootstrap samples {Mi}?zl, each of size N = 635
(with replacement), from the “all semantic functions” superset

> for each random sample, the empirical two-tailed p-value was calculated as

1 B 1 B
p:BZI(|Mi_A/IIZ|M0bS_M)’ where M:BZMi'
i=1 i=1
Here, 1(-) denotes the indicator function, returning 1 if the condition is true and 0 otherwise.

8Standard parametric tests (e.g., t-test) were not adequate as they assume independent samples from
populations with specific distributional properties, typically normality.



Productivity as a function of semantics: results V

> no significant differences found for arci, iper, stra, super (p,g; = 1), indicating
that restricting the analysis to INTENSIFICATION does not significantly affect
their productivity

> strong effects found for extra and ultra (e.g., extra H: pog; = 0, d = 11.60; ultra
TTR: d = 5.16; P: d = 3.64; H: d = 6.15), indicating that the intensified uses of
extra and ultra are significantly more productive than would be expected from
their overall derivative pools

» overall, results highlight significant, prefix-specific and measure-specific effects



Summing up

> in this study, we outlined a methodology for building a small-scale dataset of
intensified Italian derivatives

» the work highlighted the importance of semantic annotation for polyfunctional
prefixes, particularly in the context of affix rivalry, and the illustrative case
study demonstrated how the productivity of certain prefixes changed when the
domain of interest was narrowed to the semantic function of INTENSIFICATION



Implications and future steps

> super, ultra, and iper exhibit comparably elevated productivity; in contrast,
the lower productivity of arci and stra, along with their ability to generate
highly lexicalized derivatives, points to emerging “niche productivity” (Lind-
say & Aronoff, 2013)

> a comprehensive understanding of productivity-rivalry dynamics requires
large-scale diachronic investigations (cf. Ferndndez-Dominguez (2017))

> productivity variations may also arise from sociolinguistic, pragmatic, or
fashion-driven trends, while new rival processes may emerge due to language
change (Merlini Barbaresi & Dressler, 2020)

> existing theories regarding the productivity-rivalry nexus, predicated upon
non-evaluative rivalry, may not be applicable here, as rivalry within EM is con-
trolled differently (Grandi, 2023) — how to expand quantitative approaches to
explore also the pragmatics of EM?

> as the polyfunctionality of derivational processes, and consequently rivalry, is
best evaluated through fine-grained semantic analysis (Rainer, 2014; Huyghe &
Varvara, in press), developing more detailed annotations should be considered
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